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1. INTRODUCTION - - 

Over a period of 15 months, since June 1, 199 1, the Arizona Department of 

Transportation supported the R&D efforts on the development of the RHODES street 

M i c  control system within the Department of Systems and Indusmal Engineering at the 

University of Arizona PHASE I and PHASE II(a) of this effort have been completed. 

During these phases the University of Ariwna has worked closely with the City of 

Tucson and the Pima Association of Governments (PAG) in the development of t le  

RHODES concept, some prehmmary algorithms, and a simulation model, 

PHASE I of the RHODES project consisted of the following tasks: 

Task 1 (a): Develop RHODES concept 

Task l(b): Develop analysidsirnulatior! tocls 

Task l(c): Select demonsaation test grid 

Task l(d); Hold traffic control workshop 

Task 2(a): Refine RHODES concepts 

Task 2(b): Investigate flow optimi7ation models 

Task 2(c): Investigate intersection dispatching schemes 

Task 2(d): Coordinate modeling efforts. 

Tasks l(a) and 2(a) concentrated on developing a technically sound concept for real-time 
traffic adaptive control and identifying the key research problems that need to be solved. 

Task 1 (b) consisted of speclfylng the requirements for a simulation model for 

demonstrating, testing and evaluating real-time control. It was decided, at least for the 

short tern, that modification of the TRAF-NETSIM &el would provide a suitable 

simulation environment. In the longer term, more advanced simulation models that allow 

dynamic vehicle routing and have the ability to assess A T E  and other N H S  technologies 

would be more appropriate. To this end, an investigation of object oriented traffic 

simulation has been initiated. 

Task 1 (c) addressed the long-term project goal of implementing RHODES for the 

Tucson street network. A potential test grid has been selected. The test grid offers several 

interesting traffic characteristics, such as having a variety of traffic volumes, a d  a mix of 

residential and commercia.l zones. Early selection of the test grid provides a source of 
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real-world data for the -c simulations and a measure against which to validate the - 
developed simulation model. 

Task l(d) provided a forum of noted experts on real-time traffic control to discuss 

research issues and comment on the RHODES concept. The workshop was very valuable 

to the research team. It led to the refinement of the RHODES concept and identified 

several new key issues. 

Tasks 2(b) and (c) fwused on the investigation and development of some prelunrnary 

algorithms for intersection and network flow control. An algorithm was developed, called 

COP, based on a dynamic programming formularion of the intersection control problem. 

The COP algorithm provides the necessary planning horizon, approximately 5 minutes, 
for integration with network flow control methd. 

In addition to these tasks, a major goal of PHASE I was the development of a proposal to 
FHWA on the design of a real-time trafEc-adaptive signal control system. The RHODES 
team led a smng consortium, that included JHK, SRI, TASC, RPI, and Hughes, and 

submi#ed a consortium proposal to FHWA in January 1992. The propal was not 

selected for funding; the contract was awarded to Farradyne Systems in June 1992. 

However, the RHODES team plans to respond to an anticipated FHWA-RFP that will 
call for alternative prototype developments. 

Phase XI(a) is concentrated on (I) the development of som RHODES component models 

and algorithms and (2) a demonstration of these algorithms, using the modified TRAF- 
NETSIM simulation model. PHASE II(a) consisted of three &. 

Task A: Develop algorithms for network loading and control 
Task B: Demonstrate controller interface and network control 

concepts 
Task C: Reporting and planning 

Task A addressed the investigation and development of algorithms at several levels of the 

hierarchy as identified in PHASE 1. The purpose of Task B is to demonstrate the proof of 

concept that the RHODES approach can be implemented using existing conmlla 

technology. 

The research progress on the RHODES project has been sigruficant. A simulation model 
has been developed for testing and demonstrating real-time M c  control algorithms, and 
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several algorithms have been developed. Concurrently with the further development of 
the RHODES system for street network conml, it is now appropriate to extend the 

RHODES concept for developing a traffic control system for an integrated freewayJstreet 

network. This final report contains the detailed results of the PHASE II(a) effort. 

The RHODES concept is depicted in Figure 1. At the highest level of RH3DES is the 

"dynamic network U n g "  model that captures the slow-varying characteristics of 

uaEc. These characteristics pert;lm to the network geometry (available routes 

including mad closures, construction, etc.) and the typical route selection of travelers. 

Based on the slow-varying characteristics of the network traffic loads, estimates of 

the load on each particular link, in terms of -, hour, be calculated. 

These load estimates then allow RHODES to allocate "green time" for each different 

demand pattern and each phase (North-South through movement, North-South left 

turn, East-West left turn, and so on). These decisions are made at the middle level of 

the hierarchy, referred to as "networkfiw control". Traffic flow characteristics at this 

level are measured in terms of of v- and their speeds. Given the 

approximate green times, the "intersection control" at the third level selects the 

appropriate phase change epochs based on observed and predicted arrivals, of 
. . .  

at each intersection. The RHODES architecture is modular; it 

allows the accommodation of new modeling methodologies and new technologies as 
they arc developed. 

A sigruficant difference between RHODES and other "real-time" traffic conuol 

systems is that RHODES is being designed to a c c o d t c  real-time measurements 
of traffic and to become an integral component of M S .  For example, integration of 

Advanced Traveler Itformafion Services within NWS will result in (1) improved 

@ction and estimation of network loads, (2) will allow the ATMS system to 

provide drivers with real-time infoxmation about traffic conditions, and (3) advise the 

travelers of alternate routes. Priority and accommodation of public and private transit, 

emergency vehicles, and commercial vehicles, can be easily integrated into the 

decision-making structure of RHODES. 

At the highest network loading level of the hierarchy we envision the decision time 
horizons to be in hours, days and weeks. This model allows for integxation of historical 
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Figure 1. The Rhodcs Hierarchical Control System Architectu~. 
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data (a priori information), obsmed traffic flows (posterior information) and 
ATIS information about IVHS suggested routes and tra.ffic conditions (congestion, 

accidents and other network events) to allow m c t i o n  of near future loads and hence 

exercise real-time proactive uaffic control. The next level of the hierarchy utilizes the 

predicted and estimated network loads to control traffic on a network wide basis. At this 

level the nenoorkflow comoller will integrate the network load information with 

observations of actual volumes and flow profiles to select appropriate phase sequences 

and phase lengths as well as the allowable variances to accommodate fur the stochastic 

nature of traffic flow on the network level. These timing decisions will be passed to the 

intersection controller where decisions to shaen or cxund the current phase will be 

made (in a decentratized dismbuted fashion) based on actual observations of the current 

M i c  amval pattern at each mtersection. The lowest level of the hierarchy, referred to as 

frmc signal acncarion, is responsible for implementation of the intersection controller 

decision on the signal control hardware. 

l ~ h e  scope of h i s  effort &es not include dcvel-t of m ATIS ryffan. It ck& however, inch& thc ansickdon 
of potcruial i n f d n  rv.ilable from m ATIS in the design of r prwtive  ME amaol syrtan. 
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2. NETWORK LOADING 

2.1 A Statistical Network h d i n g  Model 

In this section, a method that uses historical data to estimate network loads is described. 
The method is similar in spirit to the dj.namic Bayes procedure described by Higle and 
Nagarajan (1992), although it has been adapted to context of network load estimation. 
The method is an empirical pmcedure where the amount of data used to obtain load 
estimates is determined by the quality/acmacy of the estimates being produced- Higle 
and Nagarajan show that the procedure is well suited to i d e n m g  and reacting to 
changes in the underlying traffic trends, mcally turning flow probabilities. Thus, it is 
believed that this method will also be well suited to estimating network loads. 

2.1.1 Empirical Bayes Estimates 

The primary objective is to estimate the number of vehicles traveling on a particular link 

during a particular interval of timt on a particular calendar day. Let Nii (t ,  d )  be the 
number of vehicles traveling on link ( i ,  j) during time period t on calendar day d , as 
observed using vehicle detectors. Assume that Ne(t,d) has a Poisson distribution with a 
mean lii ( t ,d )  . Then are several points implicit in this simple assumption. 

First, note that the average vehicle load on link (i, j ) ,  denoted by Aii(t,d) need not be 
preswned constant over time or ova  calendar day. This rate typically varies by "time of 
day" and "day of week". Fig= 2 depicts the time varying vehicular flow on a particular 
day of the week for various calendar days. It is assumed that ;l,,(t,d) for each day d is 
for a collection of calendar days that have essentially the same characteristics. Second, 
the interval of time, At, associated with the cstimatiodprdction task nced not be held 
constant throughout the day, but may also vary by tim of day. Thus, rhm is &cient 
flexibility in the tstimatic,n/prediction method to allow for longer time intervals during 

low use periods, and shorter time inurvals during high use periods. Third, as kussed 

before, the vehicular rate, % ( t ~ d ) ,  is gentrally assumed constant for a p d d a r  time 
period on a particular day. Finally, note that ;I,(t,d), the average vehicle l d ,  arc the 
quantities is to be estimated. 
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Figure 2. Typical day-of-week loads on link [i, j] over time of day and on 
different calendar days. 

Since the mean, ;ly (t,d) , of the Poisson distribution is unknown, a Bayesian viewpoint is 

adopted and it is modeled as a random variable. For the ptqoses of mathematical 

convenience and computational ease, assume that A,(t,d) has a gamma distribution with 

parameters a, and Po . As data is collected the parameters of the gamma distribution will 

be updated to describe Aq (t, d) . The mean of the rtsulting distribution will be used as a 

point estimator for ;lii(t,d). That is, if Aii(t,d) - Gamma(a,,B,) . then its mean 

QIo A, (t, d) = - 
P o  

will be useA as the point estimate of the vehicle flow rate. 

The estimation procedure evolves over time in a manner that follows readily from well 

known propemes of the gamma and Poisson distributions. Specifically the key property 

is: 

If IN,):, are independent and identically distributed observations of a random 

variable whose conditional distribution giygn C( is Poisson(with mean p ), and C( 

has a gamma distribution with parameters a, and Do, then the conditional 



distribution of p . given the observations { ~ , } b , i s  %gamma disnibution with 

parameters a, and B,, where 

ar = ~ , + C N ,  and B, =B0+6,  
k-1 

(see, for example (DeGroot, 1977), chapter 1 1). 

When translated to the context of flow estimation, this result leads to a simple 

recursive procedure for estimating traffic flows over time. Here, p corresponds to 

A,(t.d). Thus, given initial values of the parameters of the gamma distribution. a, and 
#lo, these values are updated to reflect the observations Ni,(t,l), 1 = 1.. .,d as follows: 

This may bc 8ccomplished nclnsively as: 

Given a, and j'3, the predicted load on the forthcoming day is given by 

To ensure that the resulting estimator, a,/B,, is capable of responding to changes in the 
underlying mnds and responds adaptively to the quality of the estimates being produced, 
it is necessary to be able to use different amounts of data for obtaining a, and /3,. That 
is, when the estimate is "good", additional data should be included so that estimates with 
lower error variances will result. However, when the estimate appears to be persistently 

poor, less, but newer, data should be used so that the estimators wil l  be more responsive 

to apparent changes in the underlying mnrls. In the next section an adaptive method for 

determining the amount of data used in the estimation process is discussed. 
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2.12 Dynamic Bayes Estimation - 
The estimators obtained using the updated parameters specified in (3) =d (4) will be 

most accurate when the underlying flow rate, A,(t,d), is constant over calendar day, d .  
However, even when the data is normalized for time of &y and calendar day cycles, there 

are still likely to be changes in the flow rate (e.g., seasonal tendencies, consauction 

obstructions, special events, etc.). In this case, it is necessary to allow the estimators to 

respond dy?amically to the errors observed This can be accomplished using the dynamic 

Bayes estimates proposed by Higle and Nagarajan (1992), adapted to the context of 

network load estimation. 

Note first that the estimate of the anticipate flow for calendar day d is based on the 

observed flows in the previous calendar days. Thus, if a, and p, denote the parameters 

of the gamma distribution used to describe Ic, (t,d + 1) after having observed 

{ ( t )  1-1 ' then the point e of li(t,d + 1) is given by 

The quality of this estimate depends on the extent to which it appears to be approximately 

equal to the observed flow in that period, Nii(t,d + 1). If Nii(t,d + 1) is consistent with 

i+(t,d + 1), tben the vehicle flow m e  over time appears to be stable enough to allow the 

simple update procedure described in (4). If N,(t,d + 1) is inconsistent with Ai,(t,d + I), 
then steps must be taken to allow subsequent estimates to adapt to a potential change in 

the undwlying trend, One approach is to discard the observations used early in the 

estimation process, so that the more recent obscrvalions influence the estimate more 
sigruficand y . 

To determine whether or not the observation is inconsistent with the estimate, it is 
necessary to obtain probabilistic statements h m  the Poisson dismbution. Let an m r  

probability E ,  0 < E c 1, be given and let quantities R and N be defined so that if 

N,(t,d) - ~oisron(i, (1.d)) then 







terminates when either Ni ( f , d )  becomes consistent with the recomputed estimate, 
A 

A,,(t,d) or when-6 reaches its lower limit, 6,. When the algorithm process is in step 2 

(c), inconsistency has been detected, but it is too early to tell if it is persistent. In this 
case, 6 is neither increased nor decreased Once 6 has ban  set, i,(r,d + 1) is computed 
using the S most recent observations, including N,,(r,d). By monitoring the quality of 
the estimates prduced and adaptively responding to errors when they arc detected, the 

estimated load for the fonhcoming tim i r ( t , d  + 1), should - ~ l m l y  

approximate the load that will be observed , Nii (t, d + 1). 

2.2 A Network Leading Example 

To demonstrate both the statistical network loading model and the capacity allocation 
model discussed above, a small traffic network was simulated using the modified TRAF- 
NETSIM model. Figure 3 shows the layout of the traffic network. This network was 
selected because it conttins a long arterial (Campbell Avenue) near the University of 
Arizona fmtball stadium'. The primary nodes of interest, those that will be used for 
testing control algorithms, are numbers 335,369,401 and 483. The remainder of the 

nodes arc included to provide realistic traffic flows, ie. platoons and non-uniform 

arrivals, into the conwlled area. The location of vehicle detecton in the simulaaon 
model is consistent with the existing dettctar locations in tbe acrid network. For the 
purposes of this example, the conditions on the network w a t  simulated between 1 1 AM 
and 1 PM, a period of moderate to heavy usage. 

To demonstrate the statistical network loading algorithm, the dynamic Bayes algorithm, 

detectors on each major links of the network m included in the tstimation. For the 
purposes of presentation in this paper, the results from a singie detactar will be discussed 

in detail. This detector is located 130 feet north of the intmection of Speedway Blvd and 
Campbell Ave (intersection 335). It includes all vehicles in all b lanes that approach 

the intersection. To represent both time periods and calendar days s e v d  runs of the 
simulation model were made. Each run utilited a unique random number with all otha 
parameters (source input rates, turning probabilities, and signal timing parameters) held 

constant. 

-- - - 

lThis network selection is intended to albw the RHODES team to be pnpared for the FHWA Real-time 
T&ic Adapnve Signal Conad RFP fat altanative dgmthm~ due to k: snnwnad in 1993. Thrs type of 
netw&ar&aid will be the basis fa the t&bg and perfomanc.~ competirion fa real-time oaffr- 
adaptlve mu01 algorithms. 





Figure 4. Observed number of vehicles for eight time periods of 15 minutes 
each ova rhmy days (simulation m s )  

t 

Figure 5. Estimated loads over time and day. 
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The performangof the method can be more closely studies by considering either a single 

time period or a single day. Figures 6,7 and 8 show the observed and estimated loads 

over time on calendar days 0.5 and 30, respectively. Thc large initial estimate error, 

approximately 100% on day 0, is reduced to less than 10% afer only five days and less 

than 1% ofter 30 days. Figure 9 shows the observed and sstirnted loads over calendar day 

at a single time period, t,. This figm demonstrates the ability of the method to correctly 

estimate the load. 

The statistical network loading model presented here is useful for estimating the expected 

link volumes based on existing loop detector data It is important to note that this model 

is not based on known, or approxhated, origindestination data and hence is not an 
equilibrium or assignment model This model does address the need for a statistical 

method of estimating link volumes based on loop detector d m  that will allow for the 

statistical classification of anomalies such as non-recurrent congestion due to events such 

as accidents. Ln these cases, alternative historical data sets can be used for the @ction 

purpose. Based on this statistical foundation this model can be extcndd to include 

equilibrium or assignment data, as well as otha infamati011 that will be available 
through the deployment of IVHS. 

Figure 6. Obscrved and estimated load ova  time on calendar day 0. 



figure 7. Observed and eaiumcd load over time on calendar day 5. 

Figure 8. Observed and estimated load ova time on calendar day 30. 



R p  9. Obrcmd and estimated load over calendar day at a fixed tim. 



3. CAPACm ALLOCATION - 

3. CAPACITY ALLOCATION 

3.1 The Capacity Allocation Model 

The network loading model provides estimates of the expected link loads on the network. 
These estimates are used by rhe capacity allocation model to determine the fraction of 
time that should be allocated to each phase in order to satisfy the network demand. At this 

level of the hierarchy, a uniform, fluid flow viewpoint of &c is assumed. The solution 
to the capacity allocation p~oblem does not consider the flow of individual vehicles or 

platoons between signalized intersections. It establishes general fractions of time that 
must be allocated to different phases to satisfy the average demand over extended periods 
of time. These fractions serve as constraints to the network coordination model and the 
intersection scheduler. 

Let videnote the demand (arrival rate) for movement i at some intersection. This demand 

can be dexived from the pmhcted loads generated by the network lading model and 
estimated turning probabiliticsl. The quantity i, (r,d + 1) represents the estimated 

vehicular load on link (i, j) during time period r and calendar day d . If p; denotes the 
probability of a vehicle on link (i, j) de~nanding movement m then 

is the estimated demand for movement m . 

F i p  10 shows the standard labels of 8 possible movements at an intersection. Let 
qq = I i * j }  denote the signal phase where movements i and j are allowed. For the 

purpose of this development, assume that the only possible phases at this intersaction art 
#,, ,#J, and $, (as shown in Figure 10). Let X,,~~,X,, and x, denote the fractions 

of the intersection capacity (grtcn time) allocated to each phase. Then, assuming a 

uniform arrival rate, the delay (Hurdle, 1984) (uniform delay per vehicle) associated with 

phase #J is 

H a c  it is assumed that the tuming pmbab'ilities are Lnown EEtimation of thest turning probabilities has 
been address by Higk and Nagaragan (1992) f a  the cssc of a fully instrumcntcd in-. l k u  
approach has still to be adapted to a p d y  insmuncnted intersection. 









3. CMACRY ALLOCATION - 

In step 2, the equality constrained quadratic optimization pro_blem is solved. This problem 
can be solved using the first-order optimality conditions (Luenberger, 1984) for equality 
constrained problems by solving the following system of linear equations: 

where E' is the matrix whose rows arc f o r d  by the vectors e: that are all zeroes except 
for a 1 in the n* position far n E wk . It is not necessary that the solution to (15) yield a 
solution, yk that is optimal or feasible to the inquality constrained problem. 

In step 3, a line search is conducted from the c m n t  candidate solution, x k ,  towards yk 
Movement along this direction occurs only until either one of the non-tight inequality 
constraints becomes tight or until the point y' is reached (in this case at = 1). If one or 

more of the non-tight constraints becomes tight in step 3, they art added as binding 
wnsaaints in step 4. 

In step 5 a constmint that was tight is released if the associated Lagrange multiplier is less 
than zero. (This condition is based on thc fim-order optimality conditions for inequality 

constrained optimbxuion). If none of the Lagrange multipliers arc negative and no new 
conspaints are added to the working set, the algorithm is stopped at the optimal solution. 
If the algorithm is not stopped, steps 2-5 are repeated until an optimal solution is found- 

3.2 A Capacity Allocation Example 

This example will utilize the results of the statistical network loading model from 

Sectian 2.2 at the intersection of Campbell Avenue and Speedway Boulevard (node 335). 
Figure 11 shows the layout of the intersection including the popmion of vehicles that 

tum ieft, right or proceed though the intersection uld 'u're -a:d phase dcfir!ition. 
These values we determined by the City of Tucson's traffic engineering department. 
Each approach has one turning lane and three through lanes. A saturation flow rate of 
1 800 vphpl was assumed. 



Figure 11. Jayout of the Campbell Avenue and Speedway Boulevard 
intcrstction. 

Table 1 shows the approach volumes for each approach for thirty 15 minute time 
intervals. These approach volumes art used to derive the movement demands, assuming a 
4-phase control, during each time inmal. The capacity allocation algorithm is used to 

find the percent green allocation for each time intaval. Tbc results of the capacity 
allocation algorithm arc shown in Table 1. 

The results of the capacity allocation algorithm must be canfully interpretad. The 
numbers in the two tables cannot be directly compartd sina the approach volumes arc 
related to the M c  volumes using the tuming probabilities (see Equation (9)) and the 

delay is computed using Equation (10). It is also i m m t  to note into that the capacity 
allocation rtsults are to k used for providing estimates and not as the exact signal timing 

parameters. 



Table 1. Approach volumes and percent green allocation from the capacity 
allocation example. Each approach volume represents the number 
of vehicles arriving during a 15 minute interval. The percent green 
allocation is computed to minimize total vehicle delay. 
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